
Variational Backward Euler 
Time Integration



What is Variational Method?

• Solution is expressed by the optimization

Ԧ𝑋𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 = argmin
Ԧ𝑥

𝐸 Ԧ𝑥

Ԧ𝑥𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛

Ԧ𝑥

𝐸 Ԧ𝑥



Variational Principles in Physics 
• Optics• Mechanics

• General relativity

(Wikipedia)

• Quantum physics

(Wikipedia)

(Wikipedia)(Wikipedia)



Solving Constraints v.s. Variational Problem

Solution should be 
on this line

Solution should be at the 
bottom of this hole

There are many 
weapons to fight

𝐴𝑥 = 𝑏

Linearization



Solving Constraints v.s. Variational Problem

Solution should be 
on this line

Solution should be at the 
bottom of this hole



Making a Variational Problem

• We only need a single scalar value 𝐸 to find solution

𝐴 Ԧ𝑥 = 𝑏

𝐸( Ԧ𝑥) =
1

2
Ԧ𝑥𝑇𝐴 Ԧ𝑥 − 𝑏𝑇 Ԧ𝑥

integration

𝐸( Ԧ𝑥) = 𝐴 Ԧ𝑥 − 𝑏
2

L2 norm of residual



Making a Variational Problem

• Integration with Ԧ𝑥 will make a variational formula

𝜕𝑊( Ԧ𝑥)

𝜕 Ԧ𝑥
= 𝑏

𝜕𝑊( Ԧ𝑥)

𝜕 Ԧ𝑥
= −𝑀 Ԧ𝑥

𝐸 Ԧ𝑥 = 𝑊( Ԧ𝑥) − 𝑏𝑇 Ԧ𝑥integration

𝐸 Ԧ𝑥 = 𝑊 Ԧ𝑥 +
1

2
Ԧ𝑥𝑇𝑀 Ԧ𝑥integration



Variational Formulation of Backward Euler

• Review of Backward Euler

𝑑𝑠

𝑑𝑡
=
𝑠𝑖+1 − 𝑠𝑖

𝑑𝑡
= 𝐹 𝑠𝑖+1

plug in 𝑠𝑖 =
𝑣i
Ԧ𝑥i

, 𝑀 ሶԦ𝑣 =
𝜕𝑊

𝜕 Ԧ𝑥

൞
Ԧ𝑥𝑖+1 = Ԧ𝑥𝑖 + 𝑑𝑡 ∙ Ԧ𝑣𝑖 + 𝑑𝑡2 ∙ 𝑀−1

𝜕𝑊

𝜕𝑥𝑖+1
Ԧ𝑣𝑖+1 = Ԧ𝑥𝑖+1 − Ԧ𝑥𝑖 /𝑑𝑡



Variational Formulation of Backward Euler

• Getting next time step by minimization

൞
Ԧ𝑥𝑖+1 = Ԧ𝑥𝑖 + 𝑑𝑡 ∙ Ԧ𝑣𝑖 + 𝑑𝑡2 ∙ 𝑀−1

𝜕𝑊

𝜕𝑥𝑖+1
Ԧ𝑣𝑖+1 = Ԧ𝑥𝑖+1 − Ԧ𝑥𝑖 /𝑑𝑡

Ԧ𝑥𝑖+1 = argmin
Ԧ𝑥

𝐸𝑖( Ԧ𝑥)

Ԧ𝜒𝑖 = Ԧ𝑥𝑖 + 𝑑𝑡 ∙ Ԧ𝑣𝑖

𝐸𝑖 Ԧ𝑥 = W Ԧ𝑥 +
1

2𝑑𝑡2
Ԧ𝑥 − Ԧ𝜒𝑖

𝑇𝑀 Ԧ𝑥 − Ԧ𝜒𝑖integration



Scheme of Variational Backward Euler

1. compute temporary position  

        Ԧ𝜒𝑖 = Ԧ𝑥𝑖 + 𝑑𝑡 ∙ Ԧ𝑣𝑖
Ԧ𝜒𝑖 = Ԧ𝑥𝑖 + 𝑑𝑡 ∙ Ԧ𝑣𝑖

Ԧ𝑥𝑖
Ԧ𝑣𝑖

Ԧ𝑥𝑖+1

𝐸𝑖 Ԧ𝑥
optimization

2. optimize 𝐸𝑖 Ԧ𝑥  to get Ԧ𝑥𝑖+1

Ԧ𝜒𝑖+1 = Ԧ𝑥𝑖+1 + 𝑑𝑡 ∙ Ԧ𝑣𝑖+1

Ԧ𝑣𝑖+1 3. Set velocity

      Ԧ𝑣𝑖+1 =
Ԧ𝑥𝑖+1− Ԧ𝑥𝑖

𝑑𝑡

Ԧ𝑥𝑖+2

𝐸𝑖+1 Ԧ𝑥

Ԧ𝑣𝑖+2

optimization
4. Goto 1



𝐸𝑖 Ԧ𝑥 = W Ԧ𝑥 +
1

2𝑑𝑡2
Ԧ𝑥 − Ԧ𝜒𝑖

𝑇𝑀 Ԧ𝑥 − Ԧ𝜒𝑖

Variational Formula Explained

• Solving tradeoff between elasticity & inertia

elasticity

Trying to “undeform” shape

inertia

Trying to move shape with velocity Ԧ𝑣𝑖  

Ԧ𝜒𝑖 = Ԧ𝑥𝑖 + 𝑑𝑡 ∙ Ԧ𝑣𝑖



Optimization with Newton Method

• optimize 𝐸𝑖 Ԧ𝑥 = W Ԧ𝑥 + Τ1 2𝑑𝑡2 Ԧ𝑥 − Ԧ𝜒𝑖
𝑇𝑀 Ԧ𝑥 − Ԧ𝜒𝑖  to get Ԧ𝑥𝑖+1

Ԧ𝜒𝑖 = Ԧ𝑥𝑖 + 𝑑𝑡 ∙ Ԧ𝑣𝑖

Ԧ𝑥𝑖

Ԧ𝑣𝑖

Ԧ𝑥𝑖+1

𝐸𝑖 Ԧ𝑥
Optimization B

Optimization A

Optimization A (bad)

Ԧ𝑥𝑖+1 = Ԧ𝑥𝑖 −
𝜕2𝑊 Ԧ𝑥𝑖
𝜕2 Ԧ𝑥

−1
𝜕𝑊 Ԧ𝑥𝑖
𝜕 Ԧ𝑥

Optimization B (good ☺)

Ԧ𝑥𝑖+1 = Ԧ𝜒𝑖 −
𝜕2𝑊 Ԧ𝜒𝑖
𝜕2 Ԧ𝑥

−1
𝜕𝑊 Ԧ𝜒𝑖
𝜕 Ԧ𝑥
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