
Jacobian & Hessian



Multivariate Function: High Dimensional Map

Input space ℝ𝑛 Output space ℝ𝑚

Ԧ𝑓( Ԧ𝑥)

Ԧ𝑥
𝑓:ℝ𝑛 → ℝ𝑚



Trajectory of the Function

Input space ℝ𝑛 Output space ℝ𝑚

Ԧ𝑓( Ԧ𝑥)

Ԧ𝑥
𝑓:ℝ𝑛 → ℝ𝑚



Differentiation of the Map

Input space ℝ𝑛 Output space ℝ𝑚

Ԧ𝑓( Ԧ𝑥)

Ԧ𝑥
𝑓:ℝ𝑛 → ℝ𝑚

𝑑 Ԧ𝑥

𝑑 Ԧ𝑓



Jacobian Matrix: Gradient of Map

Input 
d Ԧ𝑥 ∈ ℝ𝑛 

Output

𝑑 Ԧ𝑓 = 𝐽d Ԧ𝑥 ∈ ℝ𝑚

Jacobian 𝐽 = ∇ Ԧ𝑓

Input space ℝ𝑛 

Ԧ𝑓( Ԧ𝑥)
Ԧ𝑥 𝑓:ℝ𝑛 → ℝ𝑚

𝑑 Ԧ𝑥
𝑑 Ԧ𝑓

Output space ℝ𝑚 



Jacobian Matrix: Gradient of Map

Input 
d Ԧ𝑥 ∈ ℝ𝑛 

Output

𝑑 Ԧ𝑓 = 𝐽d Ԧ𝑥 ∈ ℝ𝑚

Jacobian 𝐽 = ∇ Ԧ𝑓



Jacobian Determinant: Volume Change Ratio

Jacobian 𝐽 = ∇ Ԧ𝑓

Input 
volume: 𝑑𝑣

Output 
volume = det 𝐽 𝑑𝑣

Input space ℝ𝑛 

𝑓:ℝ𝑛 → ℝ𝑚

Output space ℝ𝑚 

Ԧ𝑥
Ԧ𝑓( Ԧ𝑥)

Output:
parallelepiped

Input:
small cube



Hessian Matrix: Jacobian Matrix for Gradient

• Second derivative of a scalar function 𝑓( Ԧ𝑥)

𝑯𝑓 = 𝑱(𝛻𝑓 Ԧ𝑥 )



Symmetricity of Hessian

• Hessian is symmetric if 𝑓( Ԧ𝑥) is continuous 

Symmetric Matrix

𝜕

𝜕𝑥

𝜕𝑓

𝜕𝑦
≈ 𝑓11 − 𝑓10 − 𝑓01 − 𝑓00

𝜕

𝜕𝑦

𝜕𝑓

𝜕𝑥
≈ 𝑓11 − 𝑓01 − 𝑓10 − 𝑓00

equal𝑓00 𝑓10

𝑓01 𝑓11

𝑦

𝑥
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